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Problem statement
§ Object bounding boxes provide a definite background along 

with the extent of each object, but each box contains a 
mixture of foreground and background

§ Goal: train segmentation models with object bounding boxes

Motivation
§ How can we generate high-quality pseudo pixel-level labels 

from object bounding boxes?

§ How can we train segmentation models with noisy labels?

Contributions
§ Introduce a simple yet effective framework which mainly 

consists of three stages: (1) train a CNN for image 
classification; (2) generate pseudo pixel-level labels; (3) train 
a CNN for semantic segmentation

§ Propose a background-aware pooling (BAP) layer that 
leverages a background prior to separate foreground and 
background regions inside object bounding boxes

§ Introduce a noise-aware loss (NAL) that alleviates the 
influence of incorrect labels adaptively

§ Demonstrate state-of-the-art performance on PASCAL VOC 
2012 and MS-COCO

Pseudo label generation

Image classification using BAP
Summary Stage 1 Experiments
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&! : a probability for a class '
(! : a set of locations where both "crf and "ret give the same label '

) : a confidence map where values approach to one when the label '*= "crf (p) is confident 
~(' : a set of locations where "crf and "ret give different labels

The NAL is defined as follows:Comparison between GAP and BAP
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Stage 3
+" : a set of locations labeled as a class c in "crf

mIoUs of pseudo labels
on PASCAL VOC 2012

mIoUs of DeepLab-V1 
on PASCAL VOC 2012


