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Problem statement
§ Most generalized zero-shot semantic segmentation (GZS3) 

methods adopt a generative approach that synthesizes 
visual features of unseen classes from corresponding 
semantic ones (e.g., word2vec) to train novel classifiers for 
both seen and unseen classes

§ Thus, they have two limitations: (1) the visual features of 
unseen classes are biased towards those of seen classes; 
(2) the classifier should be re-trained whenever novel 
unseen classes appear

§ Goal: address these limitations in a unified framework

Contributions
§ Introduce a simple yet effective discriminative approach for

the task of GZS3, dubbed JoEm
§ Propose boundary-aware regression (BAR) and semantic 

consistency (SC) losses to learn a joint embedding space
§ Introduce an effective inference technique, dubbed 

Apollonius calibration (AC), that modulates the decision 
boundary of the nearest-neighbor (NN) classifier adaptively
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BAR and SC losses are complementary with each other, 
alleviating the seen bias problem
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AC makes the NN classifier less susceptible to the seen bias problem, 
even without re-training the classifier 

Performance on standard GZS3 benchmarks (PASCAL VOC and PASCAL Context)

Ablation studies on the unseen-4 split of PASCAL Context

Analysis of embedding spaces
on the unseen-4 split of PASCAL VOC

Comparison AC with calibrated stacking

Results on the experimental settings provided by ZS3Net
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